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Many years later, as he faced the firing squad, Colonel Aureliano 
Buendía was to remember that distant afternoon when his father 
took him to discover ice. At that time Macondo was a village of 
twenty adobe houses, built on the bank of a river of clear water 
that ran along a bed of polished stones, which were white and 
enormous, like prehistoric eggs. The world was so recent that 
many things lacked names, and in order to indicate them it was 
necessary to point. 
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Diffusion Background



Notation:

Signal / “Clean” data

Latent variables / Noisy data

Diffusion timesteps

Forward / Noising process (fixed)

Reverse / Denoising process (learned)









Continuous Diffusion

noise

signal



Image credit: https://lilianweng.github.io/posts/2021-07-11-diffusion-models/, https://arxiv.org/abs/2006.11239 

https://lilianweng.github.io/posts/2021-07-11-diffusion-models/
https://arxiv.org/abs/2006.11239


Diffusion Variational Objective
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Gaussian Forward Implies Gaussian Reverse 
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Reverse Prediction Problem
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1) Sample & 
noise

2) Denoise and 
weigh

3) Score our 
reconstruction

Learning to Denoise



Simple Discrete Masking Diffusion



Notation:

Vocabulary

One-hot representations

Special “[MASK]” one-hot
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Standard Model: Autoregressive Unmasking 
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Our Goal: Discrete Masking Diffusion

With probability       token 
remains unchanged and with 

probability                  it transitions 
to mask



Our Goal: Discrete Masking Diffusion

      is monotonically decreasing 
from 1 to 0 



Our Goal: Discrete Masking Diffusion



Masking Noise
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Masking Forward Implies Unmasking Reverse (posterior)



Masking Forward Implies Unmasking Reverse

Unmasking
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Reverse Prediction Problem
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Learned model should “respect” the diffusion process



Masked Diffusion Variational Objective
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Masked Diffusion Variational Objective

The ‘familiar’ 
cross-entropy loss



Masked Diffusion Variational Objective

Only masked 
tokens contribute!
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Continuous time Markov Chain
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Experiments



Closing the gap to AR models

Results from LM1B dataset



Representation learning + Generative modeling

MDLM yields generative 
model without loss in 

representation learning 
capabilities
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Goal: Enable remasking posterior



ReMasking Diffusion Models (ReMDM)



ReMDM: (Re)masking posteriors
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ReMDM: (Re)masking posteriors

          encourage generate-then-refine sampling



Recall: Masked Diffusion Variational Objective



ReMDM objective is reweighted version of MDLM



ReMDM objective is reweighted version of MDLM

Re-use pre-trained       from MDLM



Recall: ReMDM posterior



ReMDM strategies
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ReMDM strategies

● ReMDM-cap

● ReMDM-rescale 

● ReMDM-conf



“Turning on” ReMDM: ReMDM-loop

In the beginning of generation, remasking brings little benefit 
and slows down generation





Benefits of ReMDM vs. MDLM

MDLM cannot correct mistakes

ReMDM can fix errors via remasking

MDLM can make at most L changes

ReMDM can benefit from increased 
test-time compute



Experiments









Thank you!


